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ABSTRACT
Big Data Analytics is a crucial component of the Big Data para-
digm and deals with the extraction of knowledge from enormous
amount of data. As the number of Big Data related methods, tools,
frameworks and solutions is growing, there is a need to system-
atize the knowledge about the domain. Moreover, as this domain
is constantly involving, it is difficult to keep up to date with its
latest and most efficient technologies; and this is thereby especially
challenging for countries which have so far suffered from some
lack of infrastructure in Big Data.

In this article, we report on the deployment of a strategy we de-
sign, fostering the knowledge and awareness around the challenges
of Big Data analytics in theWest Balkan region. In particular, we de-
scribe how we joined forces across multiple European institutions
in order to design bespoke actions (from e.g. classes, to student
exchanges) to be applied in Serbia and its surrounding countries
over several years.

CCS CONCEPTS
• Information systems → Data management systems; • Ap-
plied computing→ Education.
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1 INTRODUCTION
Big Data refers to data sets which have large sizes and complex
structures. The data size can range from dozens of terabytes to a
few Zettabytes and is still growing [20]. While more than 800,000
Petabyte (1PB=1015bytes) of data were stored in the year 2000, this
volume will reach 35 Zettabytes (1ZB=1021bytes) by the end of
2019 [21], and is expected to grow 61% and exceeds 175 zettabytes
by 2025 as per International Data Corporation expectations [14].
Big Data Analytics, hence, refers to the strategy of analysing large
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Figure 1: The Western Balkans and the European Union.

volumes of data that gathered from a wide variety of sources, in-
cluding social networks, transaction records, videos, digital images
and different kind of sensors.

Challenges [7] related to the European ability to exploit the po-
tential of Big Data are fragmentation of the data ecosystem, due to
different national policies, languages, and sectors involved; frag-
mentation of data research efforts and lack of effective exchange of
results; shortage of highly skilled persons for data-related jobs; and
the complicated process of updating legislation. In an attempt to
support the European data economy policy [5], in our project frame-
work, our consortium proposed a training approach and established
the infrastructure for collaborative work of teachers/trainers with
PhD. students and other interested parties.

This article describes the infrastructure that we established to
reinforce organizational learning and capacity building in the West
Balkan region (see Figure 1 for a precise location of the targeted
region) and to facilitate teachers-trainees cooperation in the larger
network of experts in the field of Enterprise Knowledge Graphs,
Semantic Big Data Architectures, and Smart Data Analytics.

The rest of the article is structured as follows. Section 2 briefly
reviews initiatives to teach Big Data. Then, Section 3 describes
the high-level approach we adopted. In Section 4, we provide the
reader with a complete overview on the designed lecture set, before
detailing in Section 5, the specific actions we conducted. Finally,
we present the created regional momentum around Big Data in
Section 6 and conclude in Section 7.

2 RELATEDWORK
To the best of our knowledge, our initiative is the first one which
focused on bringing Big Data technologies through education to
the West Balkan countries. Nevertheless, to date, multiple actions
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have already been deployed to teach Big Data technologies with
curricula and specific studies have already explored the particular
context of computer science education in the Balkans.

Teaching Big Data concepts. First of all, since the Big Data domain
became (within the past decade) very important for most of the
tech companies, teachers have set up several curricula in order
to prepare their students. These programs are usually tailored for
specific audiences as Big Data overlap multiple domains, or focuses
on specific technologies. For example, [18] designs the program
to immunologists, [4] key aspects of a Big Data unit for middle
school, or [17] describes the state of the big data analysis education
in Business information systems study in Slovakia. Other programs
teach Big Data through specific tools e.g. [10] on Apache Spark,
[12] using real-world datasets or [13] thanks to open infrastructure.

In our project, we designed a program able to cover various
aspects of the Big Data landscape (see Section 4 for a description
of the lectures and the modules) through the teaching of several
state-of-the-art tools and technologies while showing the use of
Big Data across multiple industrial use-cases.

Educational actions dedicated to the West Balkans. Due to its his-
torical background, the West Balkan region has been receiving
specific attentions from computer science teachers within the past
decades. In particular, several studies has been focused on the gen-
der influences on studying computer science [8, 16]. More generally,
several studies also describe transnational cooperations in higher-
education in the region [2, 3, 15]. Our project is therefore aligned
with the aforementioned projects as it aims at building coopera-
tions between Western Europe Big Data experts and West Balkan
students and industrial actors.

3 AN OPEN EDUCATION APPROACH
The overall objective is to stimulate scientific excellence and inno-
vation capacity, to increase the research capacities and to unlock
the research potential in the ICT area in the whole West Balkan
region, turning the partner-institutes into regional points of refer-
ence when it comes to multidisciplinary ICT competence related
to Big Data analytics. In the early 2018, the consortium started
activities for improving the skills and competences for smart data
management through a set of actions including:

• the development of a Knowledge repository (Learning and
Consulting Platform) that shall facilitate spreading excel-
lence and exchange of learning materials and best practice
between the international leading organizations and research
institutions and Industry from the West Balkan countries;

• organization of international events (training, workshops,
webinars, conferences) in the West Balkan countries for rais-
ing awareness about future trends in Big Data, Semantic
Tools and Technologies, standards and applications (or adop-
tion) in the industry;

• forecasting exercises about future trends of data services in
Europe.

The capacity building approach [Anonymous] introduced to the
West Balkan partner institutes is based on the Strategic Capacity
Building Plan that serves as a model and articulates how research
institutions of low performing Member States and regions can

Module Number of Available as
Name Lectures Slides Video Paper Chapter Other
Surveys 3 1 – 2 1 –

Foundations on BD 3 – – – 3 –
Enterprise KG 5 – 3 2 2 –
BD & KG Tools 4 – 2 1 1 –

Semantic BD Archi. 5 4 2 – 1 –
AI & BD 4 2 3 – – –

Semantic BD Analytics 5 3 – 1 1 2
Case Studies 9 3 5 3 1 –

Table 1: Key figures of the 8 modules.

reach the level of internationally-leading counterparts from West-
ern Europe. Hence, in order to support the transfer of institutional
knowledge and expertise to West Balkan staff, both from partner
institutes and from relevant stakeholders in the region, a Learning
and Consulting Platform was established using Drupal as a con-
tent management system. The platform facilitates collaboration
including e.g. joined paper, information sharing, or stakeholders’
data-base management. The learning materials that were produced
in the project are free, stored in a public repository and available
online via an OpenCourseWare platform. This project repository
aims at facilitating the exchange of learning materials, tools, project
results and best practice between the international leading orga-
nizations and research institutions and Industry from the West
Balkan countries.

4 BIG DATA LEARNING PROGRAM
In order to structure our Big Data learning program, we split it into
eight modules which are tackling various angles of the knowledge
we wanted the students to acquire. Following our open1 education
approach, we release our lectures under different media meaning
that in addition to the various actions we set up (see Section 5 for
more details on them) they allow students to access them either
though videos and slide decks or through conventional book chap-
ters. The Table 1 groups at a glance these figures about available
media per module. Moreover, these openness and medium-variety
helped us facing the COVID-19 crisis as it allows us to quickly
deploy virtual classes and events since lockdowns and isolations
forced us not to travel across Europe to meet physically in West
Balkan.

Practically, thesemodules spread from very high-level and generic
ones such as the Foundations on Big Data to specialized ones e.g.
Semantic Big Data Analytics which target more advanced students.
In the rest of the section, we describe briefly the content of multiple
lectures we designed, grouped by modules, providing the reader
with a panorama of the set-up knowledge transfer. We will finish
presenting the use-case oriented lectures that were made in order
to tease Big Data technologies, paradigms and tools to specialized
attendees who would be focusing on specific industrial context. In
addition, we indicate for each lecture whether it is indicated for
beginner attendees “(B)”, for an advanced audience as technical
details and theoretical concepts are discussed “(A)”, or whether it
also contains a hands-on session “(H)”.

1In order to respect the double-blind policy we are not unveiling at review-time the
DOIs towards the learning material which are available for each of our lectures.
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4.1 Surveys (3)
Survey on Big Data Tools (B). This introductory lecture discusses

the Big Data processing pipeline and the Big Data Landscape from
the following perspectives: Big Data Frameworks, NoSQL Platforms
and Knowledge Graphs, Stream Processing Data Engines, Big Data
Preprocessing, Big Data Analytics, and Big Data Visualization Tools.

Overview and Comparison of Machine Learning Algorithms (B).
Big Data Analytics is a crucial component of the Big data para-
digm and refers to the process of extracting useful knowledge from
large datasets or streams of data. Due to enormity, high dimen-
sionality, heterogeneous, and distributed nature of data, traditional
techniques of data mining may be unsuitable to work with big
data. In this lecture, different Big data tools and machine learning
algorithms are introduced, discussed and analyzed.

Survey on Big Data Applications (B). The goal of this lecture is
to shed light on different types of big data applications needed
in various industries including healthcare, transportation, energy,
banking and insurance, digital media and e-commerce, environment,
safety and security, telecommunications, and manufacturing. For
the selected industries, this lecture discusses challenges that can
be addressed and overcome using the semantic processing and
knowledge reasoning approaches.

4.2 Foundations on Big Data (3)
Big Data Ecosystem (B). The rapid development of digital tech-

nologies, IoT products and connectivity platforms, social network-
ing applications, video, audio and geolocation services has created
opportunities for collecting/accumulating a large amount of data.
The high volumes of structures and unstructured data, stored in
a distributed manner, and the wide variety of data sources pose
problems related to data/knowledge representation and integra-
tion, data querying, business analysis and knowledge discovery.
This lecture serves to characterize the relevant aspects of the Big
Data Ecosystem with respect to big data characteristics, the compo-
nents needed for implementing end-to-end big data processing and
the need for using semantics for improving the data management,
integration, processing, and analytical tasks.

Introduction to Knowledge Graphs (B). Knowledge Graphs (KGs)
are one of the key trends among the next wave of technologies.
This lecture actually presents why this multitude of definitions is
one of the strengths of the area.In particular it presents three views
on Knowledge Graphs: KGs as Knowledge Representation Tools,
KGs as Knowledge Management Systems, and KGs as Knowledge
Application Services.

Big Data Outlook, Tools, and Architectures (A). This lectures cov-
ers the history of Big Data and discusses prominent related ter-
minologies. The significant technologies including architectures
and tools are reviewed. Finally, the lecture reviews big knowledge
graphs that attempt to address the challenges (e.g. heterogeneity,
interoperability, variety) of big data through their specialised rep-
resentation format.

4.3 Enterprise Knowledge Graphs (5)
What is Knowledge Graph? (B). Knowledge Graphs are being

used in a variety of applications including web search, answer-
ing questions, and for data integration. Knowledge graphs also
target output for Natural Language Processing, computer vision
algorithms, and Machine Learning algorithms more generally. This
lecture summarized what are the KGs, how to create it, how to use
it with modern artificial intelligence algorithms.

Creation of Knowledge Graphs (A). This Lecture introduces how
Knowledge Graphs are generated. The goal is to gain: 1) an overview
of different approaches that were proposed for creating a Knowl-
edge Graph and find out more details about the current prevalent
ones; 2) an understanding of the different solutions to generate
Knowledge Graphs; 3) knowledge to choose the mapping language
that suits best a certain use case. After reading this lecture, the
reader should have an understanding of the different solutions
available to generate Knowledge Graphs and should be able to
choose the mapping language that best suits a certain use case.

Extraction for Knowledge Graphs (A+H). This lecture discusses
the topic of (web data) extraction for Knowledge Graphs. Web
data extraction is essential to make information available on the
web-accessible and usable by Knowledge Graphs.

Swift Logic for Big Data and Knowledge Graphs (A). Manymodern
companies wish to maintain knowledge in the form of a corporate
knowledge graph and to use and manage this knowledge via a
knowledge graph management system. The lecture presents how
complex reasoning tasks over KGs could be performed while guar-
anteeing performances both in terms of scalability and in terms of
complexity.

Reasoning in Knowledge Graphs: An Embeddings Spotlight (A). In
this lecture, reasoning in Knowledge Graphs is introduced. A broad
overview focusing on the multitude of reasoning techniques is
given: spanning logic-based reasoning, embedding-based reasoning,
neural network-based reasoning, etc.

4.4 Big Data & Knowledge Graphs Tools (4)
Spark using Scala (B+H). This lecture introduces Apache Spark

(Architecture, Libraries), the underlying data structures (Resilient
Distributed Dataset) and an example with Scala [19].

Data Science with Spark and Hadoop (B+H). This lecture techni-
cally introduces the use of Apache Spark [19] and MapReduce [6]
via Hadoop for Data Science applications.

Context-Based Entity Matching for Big Data (A). In the BD era,
where variety is themost dominant dimension, the RDF datamodel [11]
enables the creation and integration of actionable knowledge from
heterogeneous data sources. This lecture presents how datasets
can be fused together thanks to the concept of semantic context:
explaining the notion of similarity for RDF datasets and describing
Formal Concept Analysis to map contextually equivalent entities.

Vadalog System (A). Over the past years, there has been a resur-
gence of Datalog-based systems in the database community as well



ITiCSE’21, 2021, Germany Anon.

as in industry. This lecture presents the Vadalog system: a state-of-
the-art Datalog-based system for performing complex logic reason-
ing tasks, such as those required in advanced knowledge graphs [1].

4.5 Semantic Big Data Architecture (5)
Reasoning in Knowledge Graphs (A). This lecture discusses rea-

soning in Knowledge Graphs. Reasoning is essential to gain value
from Knowledge Graphs by deriving insights and making available
new implicit data from existing data. The lecture both covers the-
oretical and practical aspects, and providing accessible examples
based on Vadalog [1].

Introduction to Big Data Architecture (B). This technical lecture
covers the existing advanced Big Data architectures following a
bottom-up approach. In this lecture, the important knowledge to
design and architect scalable solutions for challenging problems is
introduced. The primary components in the architecture of such
systems are presented such as distributed file systems or storage
systems.

Big Data Solutions in Practical Use-cases (B). This lecture focuses
on building Big Data solutions. The students are introduced to
unique problem characteristics that drive Big Data and the unending
technology options to solve them.

Distributed Big Data Frameworks (A+H). Processing frameworks
are essential components of Big Data systems. There are three
categories of such frameworks namely: Batch-only frameworks
(Hadoop), Stream-only frameworks (Storm, Samza), and Hybrid
frameworks (Spark, Hive and Flink). This lecture introduces them
and details Spark focusing on its data model.

Data Lakes and Federated Query Processing (A). Federated query
processing techniques provide a solution to scale up to large vol-
umes of data distributed across multiple data sources. This lecture
summarizes the main characteristics of a federated query engine,
reviews the current state of the field, and outlines the problems
that still remain open and represent grand challenges for the area.

4.6 Artificial Intelligence & Big Data (4)
Data for AI: Foresight (B). This lecture presents the importance

of data, the vision and actions from some industrial organizations
point of view. The lecture lists some examples of technical solutions
that have been suggested from secure and trusted data sharing.

AI and Knowledge Graphs (B). This lecture focuses on the impor-
tance of supporting implicit knowledge facts within a KG, especially
when the graph is a component of an Enterprise AI application, to
the point that unintentional knowledge should be considered part
of the KG itself.

Conversational AI (B). This lecture describes Speech-to-Text tech-
nologies, and how they can be used to build Question Answering
systems and pipelines over Knowledge Graphs in order to build
complex AI systems.

The Revolution of AI (B). This lecture reviews the major mile-
stones in the history of intelligent systems and presents cutting-
edge research projects that could shape our future with AI. Besides

technical research objectives, it also proposes economic and ethical
initiatives.

4.7 Semantic Big Data Analytics in practice (4)
Distributed Big Data Libraries (A+H). Practically, the Big Data

frameworks use different APIs for graph computations and graph
processing. In this lecture, the important libraries built on top of
Apache Spark are covered. These include SparkSQL, GraphX and
MLlib. Students learn to build scalable algorithms in Spark.

Scalable Semantic Analytics Stack (B). This introductory lecture
introduces SANSA [9] that provides support for: 1) efficient data
distribution and semantics-aware computation of latent resource
embeddings for knowledge graphs; 2) adaptive distributed querying;
3) efficient self-optimising inference execution plans; and 4) efficient
distributed machine learning on semantic knowledge graphs of
extremely large scale.

Distributed Semantic Analytics I (B+H). This hands-on lecture
covers the needs and challenges of distributed analytics through
practical examples and then dives into the practical details of
SANSA [9] used to perform scalable analytics for knowledge graphs.

Distributed Semantic Analytics II (A+H). This hands-on lecture
covers the setup, APIs and different layers of SANSA in details. At
the end of it, the students can create programs that use SANSA
APIs.

4.8 Case studies (9)
Semantic information infrastructures from business information

delivery to water management (B). The lecture introduces semantic
information infrastructures and shows a variety of examples where
these infrastructures can provide competitive advantages to the
organizations that have adapted them.

Soft computing for transparent synthesis of Geo Big Data (B). This
lecture focuses on the strategies that can be set up in order to
efficiently deal with large-scale geo-tagged data.

Spatio-temporal models for social and service robots (B). This lec-
ture introduces the data challenges in the area of assistant robots
and especially tackles the solutions deployed to deal with the large
sensor-generated data flows.

Intelligent systems for road safety (B). This lecture presents how
the Big Data technologies have been used so far in order to improve
safe driving experience.

Reasoning on Financial Knowledge Graphs: The Case of Company
Network (A). This lecture introduces the Enterprise Knowledge
Graph of Italian companies for the Central Bank of Italy.

Embedding-based Recommendations on Scholarly KGs (B). One of
the applications of Knowledge Graph Embedding models is to pro-
vide link predictions, which can also be viewed as a foundation for
recommendation services, e.g. high confidence “co-author” links in a
scholarly knowledge graph can be seen as suggested collaborations.
In this lecture, KGEs are reconciled with a specific loss function
(Soft Margin) and examined with respect to their performance for
coauthorship link prediction task on scholarly KGs.
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Open and Big Data – Utilization Perspective (B). Although each
government in Europe with their public administration services can
be treated as a big data ecosystem, the opportunities of interconnect-
ing, integrating and processing the data on EU level presents a real
challenge nowadays. In this lecture, the potential and challenges
of implementing the European data strategy in the West Balkan
region is discussed, bearing in mind the needs and opportunities of
SMEs and NGOs.

Data Analytics for Energy Sector (B). Big Data technologies are
often used in domains where data is generated, stored and processes
with rates that cannot be efficiently processed by one computer.
One of those domains is definitely the domain of energy. Here,
the processes of energy generation, transmission, distribution and
use have to be concurrently monitored and analyzed in order to
assure system stability without brownouts or blackouts. Some of
these tools deployed for monitoring and controlling the energy, are
presented in this Lecture balancing between the end-user perspec-
tive (such as Non-Intrusive Load Monitoring, Energy Conservation
Measures and User Benchmarking) and the perspective of the grid
(production, demand and price forecasting).

Predictive Analytics in Renewable Energy Systems (B). With the
aim of improving ecological interest, the share of renewable energy
sources in energy production has to be increased. Nonetheless, that
growth adversely influences the grid’s instability, as a result of
dependencies of renewable solutions on weather conditions. There-
fore, to provide stable energy delivery, planning the consumption
in advance with respect to the availability of renewable produc-
tion is necessary. This lecture is focused on comparing current
state-of-the-art approaches for different renewable energy sources.

5 KNOWLEDGE TRANSFERRING ACTIONS
As presented in Section 3, the overall goal of our initiative is to
advertise Big Data technologies in West Balkan so that students are
familiar with these tools and paradigms. Therefore, we did not only
focus on creating a set of lectures (see their detailed presentations in
Section 4) but rather built a momentum thanks to the participation
of multiple top researchers from various institutes and universities
fromWestern Europe. Each expert was then in charge of advertising
her own domain of expertise, allowing thereby students to be at
the forefront of these various research domains.

Moreover, we also set up several actions in order to strengthen
the connections between states and people and in order to create
means of collaboration and knowledge exchange. In particular,
we promoted our initiative in multiple international conferences,
organized summer schools and invited Master students from Balkan
to Western Europe states.

5.1 Advertising initiatives
In order to promote the project and to connect with experts from
Big Data related domains, part of our efforts was orientated towards
international research events. Participating there allowed us to in-
volve new researchers and institutions in the project. In two years,
the different members of the consortium attended more than 30
distinct conferences and also (co-)organized more than 15 events2

2To comply with the double-bling policy we mustn’t name these events.

Lecturers Attendees fromWest Balkan
Country Number Country Number
Germany 5 Serbia 39
Bulgaria 1 Croatia 3
Hungary 1 Bosnia & Herzeg. 2
Romania 2 Montenegro 2
Serbia 4 North Macedonia 2
UK 1

Austria 1
Italy 1
Total: 16 Total: 48

Table 2: Lecturers and attendees by country (school 2019).

dedicated to networking around our curriculum. And as a conse-
quence, the project has now involved more than 200 experts from
more than 100 organizations in its knowledge transfer initiative.

5.2 Summer Schools
So far, as of January 2021, we conducted two summer schools on-
site, in Serbia. This gave the experts the opportunity of sharing
directly their knowledge with students from the West Balkan states.

5.2.1 Physical 2019 edition. In 2019, we organized a summer school
in Belgrade (Serbia) in order to share knowledge with students. It
was a 3-day event, scheduled as follows:

1st Research Industry Forum composed of keynotes and presen-
tations from companies;

2nd Lectures of experts from partner institutions;
3rd Lectures of experts from partner institutions.
The Research-Industry Forum was a one-day event organized

together with the summer school so that PhD students (partici-
pants of the school) have an opportunity to learn about the newest
technologies and trends in this and related fields, as well as about
use cases from the following companies: OntoText, SAS Institute,
CISCO, Banca d’Italia, Meltwater, etc.

The school, for a first edition, was overall well attended, as we
received attendance from almost 50 students from 5 West Balkan
countries. Moreover, the scientific program was ensured by more
than 15 experts coming from 8 different countries. The detailed
countries and figures are presented in Table 2.

5.2.2 Virtual 2020 edition. Preparation of lectures is an activity
that goes on continuously, from the very beginning of the project.
The preparation of the 2020 edition of the summer school started
at the end of 2019. The date was fixed at the beginning of 2020,
while the Program was discussed in February 2020. Originally, it
was planned to be a live event like the school organized in 2019.
However, due to the COVID-19 pandemic, the decision was made to
hold an online 2-day event, while the 3rd day activities (hands-on
sessions) were postponed for few months.

Nevertheless, the virtual event attracted actually more partic-
ipants (ca. 70) than the 2019 edition. Moreover, as presented in
Table 3, the number of distinct countries increased, from 12 to 17.
Such an improvement of participation might be explained by two
factors: first the second edition was built up-on the success of the
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Represented Number of
Countries Lecturers Attendees
Serbia 2 33
Italy 2 5

Germany 4 3
UK 2 2

Czech Rep. 1 1
Belgium 1 1
Austria 1 1
Croatia 1 1

Bosnia & Herzeg. 1 1
India 1
Greece 1
Bulgaria 1
Romania 1

North Macedonia 1
Montenegro 1
Albania 1
Ireland 1
Total: 21 50

Table 3: Lecturers and attendees by country (school 2020).

first one and second the fact that the event went online allows an
easier way of attendance as people do not have to travel. And the
second possibility explains the fact that for instance some people
were joining from very far e.g. from India.

5.3 Staff Visits and Exchanges
Lastly, we set up some staff exchange activities. Indeed, we consider
that establishing deeper connections with key people allows to
create a stronger momentumwithin the knowledge transfer process
to the whole region as these people will then promote the initiative
and advertise it for the next rounds of lectures. In practice, these
actions were targeting two types of people.

First, in order to build strong connections, wewanted to strengthen
the links between research group leaders. To do so, the consortium
organized working groups where participants were able to brain-
storm to build bridges between their own domain of expertise and
Big Data. Such groups led to extensive discussions with possible fu-
ture industrial partners and therefore pave the road to partnerships
between Western Europe countries and West Balkan countries.

Second, as the project aims at unlocking Big Data research ac-
tivities, we also set up student exchanges from West Balkans to
Western Europe. These stays of several days inside partner labora-
tories gave the opportunity to students to directly follow Big Data
experts in their own premises. They were then able to present their
current research topics and to ask how Big Data technologies could
be used to help solving some of their technical challenges.

6 FEEDBACK & FUTURE ADOPTION
During the summer schools, we collected feedback from the audi-
ence. The feedback questionnaire was distributed to participants of
the School and in-person interviews were conducted with selected
participants. Twenty-three participants answered the questionnaire,

Faculty, University Country
Sch. of Electrical Eng., Uni. of Belgrade Serbia
Fac. of Agriculture, Uni. of Novi Sad Serbia
Fac. of Sciences, Uni. of Novi Sad Serbia
Fac. of Electronic Eng., Uni. of Niš Serbia
Fac. of Mechanical Eng., Uni. of Niš Serbia

Fac. of Transport and Traffic Eng., Uni. of Belgrade Serbia
Sch. of Eng. Management, Union Nikola Tesla Uni. Serbia

Fac. for Information Technologies, Belgrade Metropolitan Uni. Serbia
Fac. of Organization and Informatics, Uni. of Zagreb Croatia

Fac. of Computer Science & Eng., St. Cyril and Methodius Uni. North Macedonia
Fac. of Electrical Eng., Uni. of Montenegro Montenegro

Fac. of Natural Sciences and Mathematics, Uni. of Tuzla Bosnia & Herzeg.
Table 4: Adoption of lectures in West Balkan universities.

for instance, “I would like to see the lectures presented at the School
integrated in one of the master courses”. The feedback will be used
to better plan our next summer school. Overall, the collected feed-
back was positive and emphasised on the quality and diversity
of the learning material; in parallel, participants also suggested
that more interactions could take place between the teachers and
participants.

Moreover, we already received multiple interest expressions to
adopt our lecture set. Additionally, as presented in Table 4, twelve
schools and faculties (from the region) have already used and inte-
grated the teaching material we shared into their own curricula. We
therefore acknowledge that our initiative spreads across the region
and various experts who build the curriculum are now involved in
exchange programs, fostering Big Data tool adoption.

7 CONCLUSION
In this article, we presented the program we started to deploy three
years ago in Europe in order to develop the research activities in
the domain of Big Data in the West Balkan region. To do so, we
set up a consortium of domain experts who collaborated together
to build a comprehensive set of lectures (exploiting multiple me-
dia) of the considered domain while taking care of advertising Big
Data through various technical case studies and published them
both online3 and in an open-access book [Anonymous] already
downloaded more than 40 000 times as of January 2021. In parallel,
we organized several events to promote our initiatives and pre-
pared staff exchanges and finally initiated a summer school series
to directly go teaching in Serbia.

Our goal is now to continue our efforts of knowledge transfer
with the West Balkan region. To do so, we are planning to extend
the set of lectures, providing for instance more hands-on sessions
and to enrich the medium-diversity of each lecture (i.e. having
text-material, slide decks and videos). Moreover, we are currently
starting the process to organize a third edition of our summer
school. Finally, because our initiative has been well-received in
the West Balkan region, we would be happy to start also applying
our strategy in another region: since all the lectures are openly
accessible, current curricula could be easily extended using parts
of our lecture set.

3Anonymized URL for the review
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